Transitions from Taylor vortex flow in a co-rotating Taylor–Couette system
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The stability of the Taylor vortex flow in the periodic Taylor–Couette problem with co-rotating cylinders is examined. Transitions to twisted and wavy twisted vortices and wavy inflow and outflow boundary flows are considered. Marginal stability curves for the transition from Taylor to twisted and wavy twisted vortices have been calculated. The azimuthal wave number and the phase velocity at their onset have also been obtained. To compare with experiments and previous numerical works for the narrow gap approximation, the case of radius ratio 0.883 is analyzed in detail. An explanation for the increase in the azimuthal wave number of the twisted vortices as the Reynolds number of the inner cylinder is increased is provided. The velocity fields of twisted vortices, wavy twisted vortices, wavy inflow, and wavy outflow boundary flows at their onset are also shown. © 2000 American Institute of Physics. [S1070-6631(00)50312-2]

I. INTRODUCTION

Transitions from Taylor vortices in the Taylor–Couette problem have been well studied since the first contributions of some authors at the end of the 1960s. The bifurcations to axisymmetric solutions have been studied in detail [see the review article (Ref. 1)]. Davey \textit{et al.}\textsuperscript{2} and Eagles\textsuperscript{3} considered nonaxisymmetric perturbations to the basic Couette flow and used weakly nonlinear theories, expanding the solutions in powers of the distance from the inner critical Reynolds number to obtain wavy solutions.

In the early 1980s, Mullin and Benjamin\textsuperscript{4} pointed out the strong dependence of the critical Reynolds number for the appearance of wavy vortices with the axial wavelength of Taylor vortices, and Jones\textsuperscript{5,6} published his numerical calculations on these transitions showing also the strong dependence with the radius ratio. The discrepancies between the experiments and the theoretical calculations on the selected azimuthal wave number at the onset of the wavy vortex flow, and on the Reynolds numbers at which the bifurcation occurs were explained as end wall effects by Walgraef \textit{et al.}\textsuperscript{7} using amplitude equations, and later by Edwards \textit{et al.}\textsuperscript{8} using a Ginzburg–Landau equation. In most of these works, only the case where the outer cylinder is at rest was considered.

After the publication of the works of Andereck \textit{et al.}\textsuperscript{9} on new flows on the Taylor–Couette apparatus, the interest in the system with co-rotating cylinders increased. This case was considered in the theoretical studies of Nagata\textsuperscript{10,11} and Weissshaar \textit{et al.}\textsuperscript{12} They used the narrow gap and almost co-rotating cylinders approximation. With this simplification, the problem becomes mathematically similar to the problem of Rayleigh–Bénard convection of a Boussinesq fluid. In Ref. 12, the transition to twisted vortices was studied; they were calculated and their stability boundaries established. The critical Reynolds numbers were compared with Andereck \textit{et al.} experiments.\textsuperscript{9} There was a small shift between experimental data and their calculations, which was attributed to the narrow gap approximation used. It was also shown that the preferred transition was to wavy twisted vortices instead of to twisted vortices for sufficiently high axial wavelength. We show here that similar results are also obtained without the narrow gap approximation, so all these discrepancies must be due to end wall effects, and not to the additional symmetry gained in the narrow gap case.

Transitions to subharmonic solutions from Taylor vortices were first observed by Cole\textsuperscript{13} and Lorenzen \textit{et al.}\textsuperscript{14} They used the term jet mode to describe these solutions, due to the greater amplitude of the velocity field near the outflow boundaries. In Ref. 9, two subharmonic kinds of bifurcations were reported. The first one corresponds to jet modes and was named wavy outflow boundaries flow (WOB), because only the outflow boundaries oscillate. The second one was named wavy inflow boundaries flow (WIB) because in this case only the inflow boundaries oscillate. We have obtained the flow patterns of these two kinds of solutions and some results about the transition curves.

The general formulation of the problem is provided in Sec. II, its particular form used for the calculation of Taylor vortices in Sec. II A, their stability in Sec. II B, the numerical methods used in Sec. III, and the results for the stability boundaries and flow patterns are given in Secs. IV A and IV B, respectively.

II. FORMULATION OF THE PROBLEM

We consider the flow of an incompressible fluid confined between two coaxial cylinders, of inner and outer radii \( r_i \), \( r_o \).
The Navier–Stokes equations can be written as

\[ \nabla \cdot v + \nu \nabla v = -\nabla p + \Delta v, \quad \nabla \cdot v = 0. \]

Using the identity \( \nabla \cdot v = \nabla \times \omega + \nabla \times (\nabla (v^2/2)) \), where \( \omega = \nabla \times v \) is the vorticity field, and including \( \nabla (v^2/2) \) into \( \bar{p} \), the Navier–Stokes equations can be written as

\[ (\partial_t - \Delta) v + \omega \times v = -\nabla \bar{p}, \quad \nabla \cdot v = 0. \]

We will assume infinite cylinders and solutions periodic in the axial direction, of spatial period \( \lambda = 2\pi/k \). Details on the range of \( k \) studied will be given later.

To eliminate the continuity equation and the pressure from the formulation, we use a representation of the velocity field using scalar toroidal and poloidal potentials:

\[ v = \nabla \times (\psi g \hat{e}_z) + \nabla \times \nabla \times (\phi g \hat{e}_z). \]

This formulation has also been used in the study of the spiral flow.\(^{15}\) The details of the formulation can be seen in Ref. 16. We will only sketch the main lines.

The equations for the potentials \( \psi g \) and \( \phi g \) are obtained as the \( z \) component of the curl and double curl of the original momentum conservation equation:

\[ \hat{e}_z \nabla \times ((\partial_t - \Delta) v + \omega \times v) = 0, \]
\[ \hat{e}_z \nabla \times \nabla \times ((\partial_t - \Delta) v + \omega \times v) = 0. \]

A lengthy but straightforward computation gives

\[ (\partial_t - \Delta) \Delta_h \psi g - \hat{e}_z \nabla \times (\omega \times v) = 0, \]
\[ (\partial_t - \Delta) \Delta_h \phi g - \hat{e}_z \nabla \times \nabla \times (\omega \times v) = 0, \]

with \( \Delta_h = D + D + 1/r^2 \partial^2_{\theta \theta} \), \( D = \partial_r \), and \( D = D + 1/r \). To reduce the order of the equations governing the zero-wave number modes, the following average operators will be used:

\[ p \bar{F} = \int_0^{2\pi} F(r, \theta, z, t) d\theta, \]
\[ p \bar{z} = \int_0^{2\pi/k} F(r, \theta, z, t) dz. \]

We define \( f \), \( g \), \( h \), \( \psi \), and \( \phi \) as

\[ f = -DP \phi g, \]
\[ g = -DP \phi g, \]
\[ h = -D\psi g (1 - P_g) \phi g, \]
\[ \psi = (1 - P_g) \psi g, \]
\[ \phi = (1 - P_g) (1 - P_g) \phi g. \]

The dependence of these potentials is \( f = f(t, r, z), \ g = g(t, r, z), \ h = h(t, r, \theta), \ \psi = \psi(t, r, \theta, z), \) and \( \phi = \phi(t, r, \theta, z) \) and the following relations hold:

\[ P \psi = P \phi = P \phi = 0. \]

The velocity field can now be written as

\[ v = f \hat{e}_g + h \hat{e}_z + \nabla \times (g \hat{e}_g + \psi \hat{e}_z) + \nabla \times \nabla \times (\phi \hat{e}_z) , \]

or, in components

\[ v = \left( -g + \frac{\psi}{r} + \frac{\phi \theta}{r}, \ f - \psi \frac{\theta}{r}, h + D. g - \Delta_h \phi \right). \]

From this latter expression of \( v \) it can be seen that the new potential \( f \) is the \( \theta \)-averaged azimuthal velocity, \( D. g \) is the \( \theta \)-averaged vertical velocity, and \( h \) is the \( z \) average of \( v_z \). The equations for these potentials are

\[ (\partial_t - \bar{\Delta}) f = -P \hat{e}_g \cdot u, \]
\[ (\partial_t - \bar{\Delta}) g = P \hat{e}_g \cdot \nabla \cdot u, \]
\[ (\partial_t - \bar{\Delta}) h = -P \psi \hat{e}_g \cdot \nabla \cdot u, \]
\[ (\partial_t - \bar{\Delta}) \Delta_h \phi = -(1 - P_g) \phi \cdot \nabla \cdot u, \]

with \( u = \omega \times v \) and \( \bar{\Delta} = D + D + \bar{\Delta}_z \). The boundary conditions for this system of equations are \( f(r_1) = R_1, \ f(r_o) = R_o, \) and

\[ g = D. g = D.D. (P.g) = 0, \]
\[ h = 0, \]
\[ D \psi = \phi \Delta_h \psi = 0, \]
\[ \psi g + rD \phi g = 0, \]
\[ \Delta \Delta_h \phi - r \Delta_h \psi g = 0, \]
on both cylinders. They are obtained from the physical boundary conditions on the cylinders, and from an integral condition needed to make this formulation equivalent to the original Navier–Stokes equations.

### A. Equations for the Taylor vortices

The above-mentioned formulation is general for three-dimensional flows and will be used later to find the eigenvalue problem needed to study the stability of Taylor vortices. To calculate these, the formulation can be greatly simplified by using the fact that Taylor vortices are stationary and axisymmetric and that the boundaries that separate two of them are flat. It follows from these last two conditions that

\[ h = \psi = \phi = 0. \]

The velocity field depends only on \( r \) and \( z \), and can be expressed as

\[ v(r, z) = f \hat{e}_g + \nabla \times (g \hat{e}_g) = (-g_z f \hat{e}_g \hat{e}_z + (g_z f \hat{e}_g \hat{e}_z). \]

This is equivalent to using a streamfunction for the projection of the velocity field onto the \( r-z \) plane (\( g \) in our case),
plus a function describing the azimuthal velocity \( f \), as was used in Ref. 5. Now only the first two equations from system (3)–(7) have to be solved. If \( f \) and \( g \) are separated into their even and odd parts in the periodic direction \( z \), the equations can be also separated, and it is easy to see that \( f \) must be even and \( g \) must be odd. After expanding the right-hand side of the equations and dropping the dependence on time, the system to be solved to find the Taylor vortices is

\[
\tilde{f} = -g_z D_g f + f_z D_g g,
\]

\[
\tilde{g} = \frac{1}{r} \partial_r f^2 + D_g g \tilde{g}_z - g_z D_g \tilde{g},
\]

where \( D_g = D - 1/r \), with boundary conditions \( f(r_i) = R_i \), \( f(r_o) = R_o \), and \( g_z = D_g g = 0 \) on both cylinders. We have not written the condition \( D_g D_g (P_g g) = 0 \) because it is identically satisfied if \( g \) is odd.

\[\text{B. The stability of Taylor vortices}\]

To analyze the stability of Taylor vortices, we will consider only the kinds of perturbations observed in the experiments. So we will restrict our analysis to perturbations with the same axial period \( 2\pi/k \) as the perturbed vortices, or to subharmonic perturbations with period \( 4\pi/k \).

If \( \mathbf{v}_p(r,z) \) and \( \mathbf{h}_o(r,z) \) are the velocity and vorticity fields corresponding to Taylor vortices, we will consider perturbations of the form

\[
\mathbf{v}_p(r,\theta,z,t) = \mathbf{v}_e(r,z) + \psi(r,z)e^{it}e^{im\theta},
\]

where \( m \in \mathbb{Z} \) being the azimuthal wave number of the perturbation. In order to obtain subharmonic transitions using perturbations of the same form (8), the basic Taylor vortex flow \( \mathbf{v}_e \) with axial periodicity \( 2\pi/k \) has been extended to an axial period \( 4\pi/k \). Thus both types of perturbations have been treated in the same way, the only difference being the computational cost.

The perturbations have been written in terms of the scalar potentials for the velocity:

\[
f_p(r,z) = f_e(r,z) + f_z(r,z)e^{it},
\]

\[
g_p(r,z) = g_e(r,z) + g_z(r,z)e^{it},
\]

\[
h_p(r,\theta) = h(r)e^{im\theta}e^{it},
\]

\[
\psi_p(r,\theta,z) = \psi(r,z)e^{im\theta}e^{it},
\]

\[
\phi_p(r,\theta,z) = \phi(r,z)e^{im\theta}e^{it}.
\]

By substituting these expressions in Eqs. (3)–(7), the following family of eigenvalue problems depending on \( m \) is obtained:

\[
\mu f = \tilde{f} - P_e \tilde{\phi}, \quad \mathbf{u} = \mathbf{h},
\]

\[
\mu \tilde{g} = \tilde{g} + P_e \tilde{\phi} \nabla \mathbf{u},
\]

\[
\mu h = \Delta_h h - P_e(1 - P_\theta) \tilde{\phi},
\]

\[
\mu _h \psi = \Delta_h \psi + (1 - P_\theta) \tilde{\phi} \cdot \nabla \mathbf{u},
\]

\[
\mu _h \phi = \Delta_h \phi - (1 - P_\theta)(1 - P_e) \tilde{\phi} \cdot \nabla \nabla \mathbf{u},
\]

with \( \mathbf{u} = \mathbf{\omega} \times \mathbf{v} + \mathbf{\omega} \times \mathbf{v} \).

Taylor vortex flow is axisymmetric, and then \( P_\theta \mathbf{v}_e = \mathbf{v}_e \) and \( (1 - P_\theta)\mathbf{v}_e = 0 \). Using this fact, the definitions of \( f \) and \( g \), the properties of the operator \( P_\theta \) acting on the potentials (1) and the linearity of the operator \( \nabla \), it is easy to prove the following:

1. The terms \( P_\theta \tilde{\phi} \cdot \mathbf{u} \) and \( P_\theta \tilde{\phi} \nabla \mathbf{u} \), from Eqs. (9) and (10), only depend on the potentials \( f \) and \( g \).

2. The terms \( P_e(1 - P_\theta) \tilde{\phi} \cdot \mathbf{u} \) from Eq. (11), \( (1 - P_\theta)\tilde{\phi} \cdot \nabla \mathbf{u} \) from Eq. (12), and \( (1 - P_\theta)(1 - P_e) \tilde{\phi} \cdot \nabla \nabla \mathbf{u} \) from Eq. (13), only depend on the potentials \( h, \psi, \) and \( \phi \).

Then the eigenvalue problem can be split into two parts. The first two equations (9) and (10) correspond to axisymmetric \((m = 0)\) perturbations of Taylor vortices that can be detected while they are being calculated. As we are interested in azimuthal dependence \((m \neq 0)\) we will not consider this kind of transition and we will put \( f = g = 0 \) for the perturbation.

Another splitting of the eigenvalue problem can be obtained by separating the potentials into their even and odd axial components:

\[
\psi = \psi^e + \psi^o, \quad \phi = \phi^e + \phi^o.
\]

After substituting this potential decomposition in Eqs. (11)–(13), a detailed study of the parity of the terms that appear in each of the equations shows that the system can be separated into two kinds of eigenvalue problems.

\[\text{Type I:}\]

\[
\mu \Delta_h \psi^e = \Delta_h \psi^e + (1 - P_\theta) \tilde{\phi} \cdot \nabla \mathbf{u}^e,
\]

\[
\mu \Delta_h \phi^e = \Delta_h \phi^e - (1 - P_\theta)(1 - P_e) \tilde{\phi} \cdot \nabla \nabla \mathbf{u}^e.
\]

\[\text{Type II:}\]

\[
\mu \Delta_h \psi^o = \Delta_h \psi^o + (1 - P_\theta) \tilde{\phi} \cdot \nabla \mathbf{u}^o,
\]

\[
\mu \Delta_h \phi^o = \Delta_h \phi^o - (1 - P_\theta)(1 - P_e) \tilde{\phi} \cdot \nabla \nabla \mathbf{u}^o.
\]

In Appendix A, we show the dependence of each right-hand side term of the above equations (14)–(18) on the potentials, once they are separated into their even and odd parts.

The set of boundary conditions for each of the eigenvalue problems are, for case I,

\[\text{I,}\]

\[h = 0,\]

\[\partial_r \psi^o = \phi^o = \Delta_h \phi^o = 0,\]

\[im \psi^o + r \partial_r \phi^o = 0,\]

\[im \Delta_h \phi^o - r D \partial_r \psi^o = 0,\]

\[\text{and for case II}\]

\[\partial_r \psi^o = \phi^o = \Delta_h \phi^o = 0,\]

\[im \psi^o + r \partial_r \phi^o = 0,\]

\[im \Delta_h \phi^o - r D \partial_r \psi^o = 0,\]
at \( r = r_1, r_o \).

The perturbation, \( \mathbf{v} \), of the Taylor vortices, \( \mathbf{v}_o \), is

\[
\mathbf{v} = h \hat{e}_r + \nabla \times (\psi \hat{e}_r) + \nabla \times \nabla \times (\phi \hat{e}_r)
\]

in case I, and

\[
\mathbf{v} = \nabla \times (\psi \hat{e}_r) + \nabla \times \nabla \times (\phi \hat{e}_r)
\]

in case II. In the latter, the boundaries between vortices are not perturbed and transitions to twisted vortices will be obtained [see the \( z \) component of \( \mathbf{v} \) in (2)]. In case I, because of the azimuthal oscillations of the boundaries, and following Weissingha et al., we will name the solutions wavy vortices or wavy twisted vortices, depending on their appearance and azimuthal wave number. Both have oscillatory boundaries, but, as we will show later, the wavy twisted vortices correspond to higher azimuthal wave numbers. When the axial wavelength of the pattern is twice that of Taylor vortices, we will obtain WOB solutions in case I, since all inflow boundaries remain flat while the outflow boundaries of Taylor vortex flow become wavy. In case II, all the outflow boundaries are flat and inflow boundaries become wavy. As a consequence, we will obtain WIB solutions.

### III. NUMERICAL METHODS

To examine the stability of the Taylor vortex flow, the first step is to calculate it efficiently. In order to solve the equations for the potentials for the Taylor vortex flow, we have used spectral methods (Canuto et al.\(^{17}\)). The potentials \( f_o \) and \( g_o \) have been expanded as

\[
f_o(x,z) = f_c(x) + \sum_{l=1}^{L} \sum_{n=0}^{N} f_{l,n} H_l^o(x) \cos nkz,
\]

\[
g_o(x,z) = \sum_{l=1}^{L} \sum_{n=0}^{N} g_{l,n} H_l^o(x) \sin nkz,
\]

where \( f_c \) is the Couette flow, \( f_c = Ar + B/r \), which verifies 

\[
f_c(r) = R_1 \quad \text{and} \quad f_c(r_o) = R_2.
\]

The polynomials of degree \( l \), \( H_l^o \), \( H_l^f \), are linear combinations of Chebyshev polynomials that verify the boundary conditions \( H_l^o = 0 \) and \( H_l^f = D_l H_l^o \) on both cylinders. Their expressions can be found in Appendix B. The coordinate \( x = 2r - (r_1 + r_o) \) with \( x \in [-1, 1] \) has been introduced because of the domain of the Chebyshev functions. The axial wave number \( k \) has been included and the axial period is \( \lambda = 2 \pi / k \).

The equations for the amplitudes \( f_{l,n} \) and \( g_{l,n} \) have been obtained by a collocation method in the two coordinates. We have used a Gauss–Lobatto mesh for the radial coordinate and equally spaced points in the axial direction. This allows an efficient evaluation of the equations for \( f_o \) and \( g_o \) using fast trigonometric transforms in both coordinates.

Taylor vortex flows are stationary. Therefore, they can be computed using continuation methods varying different parameters. These techniques are described in detail in Refs. 18–20. They have been previously applied in the Taylor–Couette problem to calculate the bifurcation diagrams for the Taylor vortices (see the reference list in the review article Ref. 1), to compute wavy vortex flows\(^{21}\) and spiral flows.\(^{15}\)

Let \( p \) be the continuation parameter (\( R_1, R_2, \eta, k \)), and let \( X \) be the vector formed with the amplitudes \( f_{l,n} \) and \( g_{l,n} \). Then the discretized steady Navier–Stokes equations can be written in the form \( F(X, p) = 0 \). These equations implicitly define a curve of solutions \( X = X(p) \) wherever \( \det (D_X F(X, p)) \neq 0 \). At each stage of the continuation process, from the previous known points on the curve of solutions, a predictor step provides the initial guess from which a corrector step, based on a modified Newton–Raphson iteration, converges to a new point on the curve. For the first two steps, the prediction is made using the tangent to the curve; and after, polynomial extrapolation is used based on the last three points on the curve.

The stability of each Taylor vortex solution is obtained during the continuation process. The code that we have developed follows a curve of solutions and stops when a user defined condition \( G(X, p) = 0 \) holds. This procedure has been used with \( G \) defined as the real part of the leading eigenvalue of one of the eigenvalue problems already stated (14)–(18).

The eigenvalue problems have also been solved using a collocation method on the same mesh used to obtain Taylor vortices. The expansions for the potentials \( h, \psi_r, \psi_o, \phi_r, \) and \( \phi_o \) are analogous to those for \( f \) and \( g \):

\[
h(x) = \sum_{l=2}^{L} h_l H_l^o(x),
\]

\[
\psi_r(x, z) = i \sum_{n=1}^{N} \left[ \sum_{l=1}^{L} \phi_{l,n} H_l^o(x) + \sum_{l=6}^{L} \phi_{l,n} H_l^o(x) \right] \sin nkz,
\]

\[
\phi_r(x, z) = \sum_{n=1}^{N} \left[ \sum_{l=1}^{L} \phi_{l,n} H_l^o(x) + \sum_{l=6}^{L} \phi_{l,n} H_l^o(x) \right] \cos nkz,
\]

\[
\phi_o(x, z) = \sum_{n=1}^{N} \left[ \sum_{l=1}^{L} \phi_{l,n} H_l^o(x) + \sum_{l=6}^{L} \phi_{l,n} H_l^o(x) \right] \cos nkz,
\]

\[
\phi_o(x, z) = \sum_{n=1}^{N} \left[ \sum_{l=1}^{L} \phi_{l,n} H_l^o(x) + \sum_{l=6}^{L} \phi_{l,n} H_l^o(x) \right] \sin nkz,
\]

where \( H_l^o, H_l^o, H_l^o, H_l^o, H_l^o, H_l^o, \) etc., are combinations of Chebyshev polynomials that verify one of the sets of boundary conditions for the potentials (19)–(22) or (23)–(25). In Appendix B the details about the construction of these basis functions can be found.

To solve the two generalized eigenvalue problems depending on the azimuthal wave number \( m \)

\[ A_{m} X = \mu_{m} B_{m} X, \]

we have used the LAPACK library. The eigenvectors contain the coefficients \( X = (h_1, \psi_{1,n}^o, \phi_{1,n}^o, \phi_{1,n}^o, \phi_{1,n}^o, \phi_{1,n}^o) \) in case I, and

\[ X = (h_1, \psi_{1,n}^o, \phi_{1,n}^o, \phi_{1,n}^o, \phi_{1,n}^o, \phi_{1,n}^o, \phi_{1,n}^o) \]

in case II, and \( A_{m}, B_{m} \) are complex matrices.

Some tests have been made to ensure that the results are sufficiently accurate. They have been summarized in Tables I and II. With the first we justify why the lower values of \( m \) do not appear in any of the subsequent figures. The second shows the degree of accuracy achieved in our calculations for the higher azimuthal wave numbers. In both cases we
have solved stability problems of the type II, corresponding to twisted vortices, with $R_o = 1060$, the highest outer Reynolds number considered in this study, and for a fixed radius ratio $h = 0.883$.

In Table I, the values of the inner critical Reynolds number at which Taylor vortices lose stability are shown as a function of the truncation parameters $L$ and $N$, for azimuthal wave numbers $m = 1, 2, 12, 13$ and for three values of the axial wavelength ($\lambda = 1.8, 2.1, 2.5$) and for $R_o = 1060$.

![Fig. 1. Marginal stability curves for the onset of twisted vortices of different azimuthal wave numbers. The values of the parameters held constant are $R_o = 1060$ and $h = 0.883$.](image)

TABLE I. Dependence of the inner critical Reynolds number on the truncation parameters $L$ and $N$ for different values of the azimuthal wave number ($m = 1, 2, 12, 13$) and of the axial wavelength ($\lambda = 1.8, 2.1, 2.5$) and for $R_o = 1060$.

<table>
<thead>
<tr>
<th>$L$</th>
<th>$N$</th>
<th>$R_i(\lambda = 1.8)$</th>
<th>$R_i(\lambda = 2.1)$</th>
<th>$R_i(\lambda = 2.5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>12</td>
<td>1275.38</td>
<td>1276.47</td>
<td>1285.53</td>
</tr>
<tr>
<td>24</td>
<td>16</td>
<td>1275.38</td>
<td>1276.46</td>
<td>1286.21</td>
</tr>
<tr>
<td>32</td>
<td>12</td>
<td>1365.09</td>
<td>1365.63</td>
<td>1382.86</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>1365.13</td>
<td>1365.66</td>
<td>1369.18</td>
</tr>
<tr>
<td>36</td>
<td>12</td>
<td>1474.65</td>
<td>1476.47</td>
<td>1463.90</td>
</tr>
<tr>
<td>36</td>
<td>16</td>
<td>1475.43</td>
<td>1476.49</td>
<td>1479.07</td>
</tr>
<tr>
<td>48</td>
<td>12</td>
<td>1882.29</td>
<td>1880.17</td>
<td>1837.74</td>
</tr>
<tr>
<td>48</td>
<td>16</td>
<td>1877.07</td>
<td>1873.79</td>
<td>1895.81</td>
</tr>
</tbody>
</table>

$\lambda = 1.8$

<table>
<thead>
<tr>
<th>$L$</th>
<th>$N$</th>
<th>$R_i(\lambda = 1.8)$</th>
<th>$R_i(\lambda = 2.1)$</th>
<th>$R_i(\lambda = 2.5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>12</td>
<td>1289.93</td>
<td>1290.15</td>
<td>1297.84</td>
</tr>
<tr>
<td>24</td>
<td>16</td>
<td>1289.93</td>
<td>1290.12</td>
<td>1299.19</td>
</tr>
<tr>
<td>32</td>
<td>12</td>
<td>1400.02</td>
<td>1394.14</td>
<td>1380.36</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>1399.61</td>
<td>1393.34</td>
<td>1393.59</td>
</tr>
<tr>
<td>36</td>
<td>12</td>
<td>1497.48</td>
<td>1500.53</td>
<td>1505.12</td>
</tr>
<tr>
<td>36</td>
<td>16</td>
<td>1497.92</td>
<td>1500.84</td>
<td>1506.81</td>
</tr>
<tr>
<td>48</td>
<td>12</td>
<td>2010.49</td>
<td>1957.45</td>
<td>1890.57</td>
</tr>
</tbody>
</table>

$\lambda = 2.1$

<table>
<thead>
<tr>
<th>$L$</th>
<th>$N$</th>
<th>$R_i(\lambda = 2.1)$</th>
<th>$R_i(\lambda = 2.5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>12</td>
<td>1364.58</td>
<td>1360.12</td>
</tr>
<tr>
<td>24</td>
<td>16</td>
<td>1364.82</td>
<td>1360.12</td>
</tr>
<tr>
<td>32</td>
<td>12</td>
<td>1491.07</td>
<td>1504.59</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>1491.45</td>
<td>1504.04</td>
</tr>
<tr>
<td>36</td>
<td>12</td>
<td>1612.64</td>
<td>1689.52</td>
</tr>
<tr>
<td>36</td>
<td>16</td>
<td>1594.57</td>
<td>1687.56</td>
</tr>
<tr>
<td>48</td>
<td>12</td>
<td>2293.31</td>
<td>2210.43</td>
</tr>
<tr>
<td>48</td>
<td>16</td>
<td>2030.41</td>
<td>2029.99</td>
</tr>
</tbody>
</table>

$\lambda = 2.5$

<table>
<thead>
<tr>
<th>$L$</th>
<th>$N$</th>
<th>$R_i(\lambda = 2.5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>24</td>
<td>12</td>
<td>1369.89</td>
</tr>
<tr>
<td>24</td>
<td>16</td>
<td>1369.76</td>
</tr>
<tr>
<td>32</td>
<td>12</td>
<td>1487.18</td>
</tr>
<tr>
<td>32</td>
<td>16</td>
<td>1487.93</td>
</tr>
<tr>
<td>36</td>
<td>12</td>
<td>1610.92</td>
</tr>
<tr>
<td>36</td>
<td>16</td>
<td>1598.69</td>
</tr>
<tr>
<td>48</td>
<td>12</td>
<td>1866.06</td>
</tr>
<tr>
<td>48</td>
<td>16</td>
<td>1843.15</td>
</tr>
</tbody>
</table>

$\lambda = 1.6$

$\lambda = 1.9$

$\lambda = 2$

$\lambda = 2.5$

The critical values of $R_i$, for the azimuthal wave numbers in the range $m = 1$ to $m = 12$, do not converge with the resolutions we are able to use. They grow as the radial resolution $L$ is increased and seems to be, in general, insensitive to changes in the axial truncation parameter $N$. They could be even greater than the values we have obtained or the corresponding curves may have folds, as for $m > 12$, and they may be at the right of the range of $\lambda$ considered ($1.6 < \lambda < 2.5$), as the sequence of curves in Figs. 1 and 2 seems to indicate. Another possibility is that Taylor vortices are stable to some of these kinds of perturbations in the range of values of $\lambda$ for which they exist.

The case $m = 13$ and $\lambda = 2.5$ is the only exception in Table I because this curve is the next one to appear at the right in Fig. 2 after $m = 14$. The convergence is now quite good showing five stable significant digits.
In Table II a similar study is shown for azimuthal wave numbers \( m = 16 \) and \( m = 28 \). The Reynolds numbers are \( R_i = 1400 \) and \( R_o = 1060 \) and the critical point has been obtained by increasing \( \lambda \) as explained previously. The value of \( R_i \) in the upper region of Fig. 2 has been selected because of the special sensitivity to the truncation parameters. At lower values of \( R_i \), the dependence with \( L \) and \( N \) is not so pronounced.

The results show that the critical point is again much more dependent on \( L \) than on \( N \). Doubling \( N \) from 12 to 24 (for \( L = 24 \) and \( L = 32 \)) only changes, at most, the third significant digit of \( \lambda_c \). In contrast, to have the same accuracy, at least \( L = 36 \) is needed. The same situation was reported in Ref. 15 for the calculation of the spiral flow.

The resolution used to calculate the curves shown in all the following figures is \( L = 36 \) and \( N = 12 \). Additional checkings of accuracy have been made in some selected points of the curves changing the axial resolution to \( N = 16 \).

IV. RESULTS AND DISCUSSION

A. Stability boundaries

If \( p \) and \( q \) are two parameters on which Taylor vortices depend (\( R_i, R_o, \eta, \) or \( k \)), the neutral curves \( \text{Re}(\mu_m)(p,q)=0 \) are the boundaries for the onset of tertiary flows with azimuthal wave number \( m \). These curves have been obtained by slicing the parameter plane \( p-q \). For a fixed \( p \), the stability of Taylor vortices parametrized by \( q \) has been studied to find a point on the neutral curve. This process is repeated for different values of \( p \). In the presence of turning points of \( \text{Re}(\mu_m)(p,q)=0 \), the role of \( p \) and \( q \) can be interchanged. We will now present the results for \( (p,q)=(\lambda,R_i) \), where \( \lambda = 2 \pi/k \) is the axial wavelength of Taylor vortices.

Although transitions to time-dependent axisymmetric flows are known to exist in the finite length case with the outer cylinder at rest, we have focused our attention on nonaxisymmetric bifurcations because we are interested in comparing with experiments performed in co-rotation with a large aspect ratio.

In Figs. 1 and 2 we show the marginal stability curves for the onset of twisted vortices of azimuthal wave number \( m \). For a direct comparison with previous experimental and numerical results, we have taken a fixed gap \( \eta = 0.883 \), and outer Reynolds numbers \( R_o = 815 \) and \( R_o = 1060 \) in Figs. 1 and 2, respectively. Beside each neutral curve we have indicated its corresponding azimuthal wave number, ranging from \( m = 13 \) to \( m = 34 \). As stated before, the curves for \( m < 13 \) are all outside the limits of the plots. Negative values of \( m \) correspond to conjugate eigenvalues and eigenfunctions, so only positive values have been considered. We have observed no qualitative difference in the shape of these transition curves by changing the parity of \( m \). Therefore, we have only plotted half of the azimuthal wave numbers in the aforementioned range.

In all the curves the critical \( R_i \) number depends strongly on the axial wavelength, and turning points appear. The same behavior has been previously observed in the transition to wavy vortices. The envelope curve of this set of neutral curves has been plotted with solid lines in both Figs. 1 and 2.

The intersections of the neutral curves for numbers \( m \) and \( m + 1 \) correspond to bicritical points. At these points, Taylor vortices become unstable and twisted vortices with the same axial wavelength but different azimuthal wave number can appear. Furthermore, complicated dynamics could be observed around these points due to their higher codimension. The nonlinear interaction between these different modes could be the reason why, in the experiments, twisted vortices of different azimuthal wave number can coexist. Bicritical points have also been obtained for the transition to spiral vortices forming Couette flow.

It is interesting to notice that as the inner Reynolds number is increased with a fixed axial wavelength, transition curves to higher azimuthal wave numbers are crossed. This is consistent with the experiments of Andereck et al. They found that, after the onset of the twisted vortices (with wave numbers ranging from 14 to 16 for \( \lambda = 2.4 \)), there was a transition in the number of twists to a range of 17 to 20 if the Reynolds number was increased. For other axial wavelengths, they found values of \( m \) up to 30. Our results are in good accordance with these experimental results in the values of \( m \) and in the order in which they appear.

If only the envelope is considered, as the axial wavelength is increased the first transition occurs at lower inner Reynolds and azimuthal wave numbers. In Ref. 9 it was suggested that this could be the reason why in the experiments the end vortices are the first to bifurcate to twisted ones due to their larger size, when the rest of the Taylor vortices in the core of the fluid are still stable.

In Figs. 3(a) and 3(b), the solid lines are the envelope curves plotted in Figs. 1 and 2, the dashed lines correspond to the calculations of Weisshaar et al., and the triangles to Andereck et al. experiments. Our envelopes agree with the...
stability boundaries obtained in Ref. 12, where narrow gap and almost co-rotating cylinders is assumed, for the higher values of the axial wavelength. There are many possible explanations for the discrepancies for the lower values of \( \lambda \).

They could be due to numerical inaccuracies although we have shown in Table II that increasing the resolution in our calculations does not change the critical values of \( \lambda \) significantly or simply to the fact that the two calculations are not for the same value of the radius ratio.

In the case of \( R_o = 1060 \), there is a gap between both numerical results and the experimental ones. Therefore, the assumption of narrow gap and almost co-rotating cylinders is not responsible for this disagreement, which could be due to the effect of the approximation of cylinders of infinite length used in both numerical calculations.

Only twisted vortices seem to have been observed in the experiments of Andereck et al.\(^9\) in these regions of parameters. We have also found the neutral curves for the transitions to wavy twisted vortices in order to contrast the numerical results with this experimental evidence. These neutral curves for a fixed \( m \) are similar to those previously plotted. In Figs. 4(a) and 4(b), the envelopes have been plotted in dashed lines for the same two aforementioned values of \( R_o \). As before, they match, for the higher values of \( \lambda \), with the transition curves calculated in Ref. 12. The solid lines are the envelopes corresponding to twisted vortices previously shown. The two symbols, one on each curve in Fig. 4(b), indicate the position at which the eigenfunctions have been plotted in Figs. 7(b) and 7(c).

In both our calculations and those of Weisshaar et al.\(^{12}\) the first instability is, above a certain value of \( \lambda \), to wavy twisted vortices. In Figs. 4(a) and 4(b) this is true for \( \lambda > 2.07 \) if \( R_o = 815 \) and for \( \lambda > 1.83 \) if \( R_o = 1060 \). This behavior differs from the experimental results obtained by Andereck et al.\(^9\) In Ref. 12, it is suggested that this is due to the
small gap approximation they used, but as we have shown, both calculations give the same results. We think that this could also be related to the finite length of the cylinders. The effects of the end walls on the two kinds of solutions could be different. The vertical oscillation of wavy twisted vortices would be damped by the end walls, delaying their onset. The twisted vortices would be less affected due to their flat non-oscillatory separation surfaces.

In a recent work,\textsuperscript{25} it has been proved that, by periodically forcing the Taylor–Couette system, it is possible to interchange the marginal stability boundaries for the transitions to Taylor vortices and nonaxisymmetric modes. When the outer cylinder is at rest, the first unstable mode is that corresponding to Taylor vortices, but by superposing a vertical periodic oscillation of the inner cylinder it is possible to obtain nonaxisymmetric modes. This has also been reproduced experimentally.\textsuperscript{26} It would be interesting to see if by some kind of periodic forcing (vertical oscillations or periodic modulations of the velocity of any of the cylinders) the boundaries for the transitions to twisted and wavy twisted vortices are interchanged. This would provide an experimental way to observe the latter.

We have also made a brief study of the dependence of the onset of twisted vortices with the radius ratio $\eta$. Transitions to any other kind of solutions previously mentioned have only been studied for $\eta=0.883$. The results are summarized in Figs. 5 and 6.

Because it is computationally expensive to calculate the envelope curves including all the azimuthal wave numbers, we have only computed the transitions to even values of $m$. Although this has the consequence that some curves are not smooth, they are informative of the critical Reynolds numbers and of the range of azimuthal wave numbers that could be expected in these cases.

In Fig. 5(a), the even envelopes of the neutral curves corresponding to $\eta=0.7, 0.75, 0.8, 0.85, 0.883$ have been plotted for $R_i=815$. The labels beside each point indicate the corresponding azimuthal wave numbers $m$.

It can be observed that as $\eta$ is decreased, the range of $m$ decreases from the range $14–33$ for $\eta=0.883$ to $2–6$ for $\eta=0.7$. High azimuthal wave number flows are only observed in the case of radius ratios near one. As far as we know, twisted vortices of low $m$ have not been observed in experiments with a wide gap, perhaps because in most cases they have been performed with the outer cylinder at rest, or because the first transition is to wavy vortex flows.

For the smaller radius ratios, the transitions to twisted vortices occurs at a higher inner Reynolds numbers, but if the ratio $R_i/R_{iv}$ (critical inner Reynolds number for the onset of twisted vortices over inner Reynolds number for the transition to Taylor vortices) is plotted as a function of the axial wavelength $\lambda$ [Fig. 5(b)], it can be seen that the region of stable Taylor vortices becomes relatively narrower. It is also clear from this figure that for any value of the radius ratio, the Taylor vortices with higher axial wavelength are the first to bifurcate to this kind of solution and that the slope of the curves increases with $\eta$.

In Fig. 6, we have compared the phase velocity on the even envelopes with the mean angular velocity of the cylinders, both scaled with $R_i$, for different values of $\eta$. From the previous even envelope curves shown in Fig. 5, we have obtained the scaled phase velocity $c = \omega/mR_i$, $\omega$ being the imaginary part of the eigenvalue that crosses the imaginary axis at the bifurcation, and $R_i$ the corresponding critical inner Reynolds number. The phase velocity is shown in solid lines and the mean angular velocity with dotted lines. The phase velocity of twisted vortices is almost independent of the axial wavelength. Moreover, as the radius ratio tends to one, this constant is close to the mean angular velocity. An explanation of this behavior was given by Jones\textsuperscript{5} for the case of transition to wavy vortices. He suggested that the good agreement he obtained with experiments was due to the fact that the azimuthal velocity of the inviscid core between the cylinders principally determines the phase velocity.

We have not made a detailed study of the subharmonic
transitions because of the high computational cost of solving the eigenvalue problems with twice the vertical resolution of the previous case. Nevertheless, we have computed some critical points to check if they match the experimental results. For WIB flows, the Reynolds numbers at which bifurcations occur are in good agreement with data from An-
dereck et al., but for WOB flows we have always obtained much lower critical Reynolds numbers. We do not have a good explanation for this fact. It could be due to numerical inaccuracies, which are difficult to check due to the high resolution needed, or to the periodic approximation. In any case, in the following we will show the patterns obtained in both cases. They reproduce the qualitative behavior of these solutions quite well.

B. Flow patterns

In order to obtain a picture of the flow patterns near the bifurcation boundaries, we have added some small multiple of the velocity perturbation field to the axisymmetric velocity field of Taylor vortices. Then the perturbed velocity field is written

\[ \mathbf{v} = \mathbf{v}_c + \epsilon (\mathbf{v}_p e^{i\omega t + im\theta} + \mathbf{v}_p^* e^{-i\omega t - im\theta}) \]

where \( \mathbf{v}_c \) is the velocity field of Taylor vortices, and \( \mathbf{v}_p \) and \( \mathbf{v}_p^* \) are the conjugate eigenfunctions with eigenvalues \( i\omega \) and \(-i\omega\) corresponding to the bifurcations with azimuthal wave number \( m \) and \(-m\), respectively. In all the plots we have fixed the azimuthal phase by setting \( t = 0 \), i.e.,

\[ \mathbf{v} = \mathbf{v}_e + 2\epsilon (\text{Re}(\mathbf{v}_p)\cos m\theta - \text{Im}(\mathbf{v}_p)\sin m\theta) \]

The parameters of the flows plotted in all subsequent figures can be seen in Table III.

In Figs. 7(a), 7(b), and 7(c), we show the velocity fields of wavy vortices, twisted vortices, and wavy twisted vortices respectively. The top plot on each group is a perspective view of the projection of each velocity field at radius \( r = 0.9(r_i - r_o) + r_i \) onto the cylindrical surface of the same radius. In order to obtain a better visualization, we show two vertical periods, and the phase velocity of the whole structure has been subtracted. Then the view would correspond to the rotating frame of reference at which the solutions are stationary. Below each perspective view, we have plotted projections of each velocity field onto five different vertical planes equally spaced in an azimuthal period \( 2\pi/m \). The left-hand side of each rectangle corresponds to the inner cylinder, and the right-hand side to the outer one. The angular positions of the vertical sections have been indicated in the perspective view.

The symmetry properties of each of these tertiary flows can be seen in the plots. Twisted vortices keep the reflexion symmetry of Taylor vortices about a horizontal plane because they are solutions of the eigenproblem of type II (17) and (18), so the flat boundaries between them do not suffer any distortion. Wavy and wavy twisted vortices break this symmetry. Both are solutions of the eigenproblem of type I (14)–(16), but the latter have higher azimuthal wave number and are found for higher outer cylinder velocities.

Although the perspective view of twisted and wavy twisted vortices have some similarities, the inclined rope-like structures are quite different. In the first case, the bands with positive and negative slopes are symmetric about the separation plane between vortices and they appear because the perturbation of the Taylor vortex flow moves the center of the vortices from their original position, with a vertical displacement that depends on the azimuthal coordinate. This can be clearly seen in the sequence of vertical plots. In the case of wavy twisted vortices, however, the bands of positive slope are shifted, in the azimuthal direction, from those of negative slope. The bands appear, again, as a consequence of a vertical shift of the vortices. Due to the reflexion symmetry breaking, the two eddies represented in the verticals cuts are not of the same size, as in the case of wavy vortices.

Figures 8(a) and 8(b) show the global structure of subharmonic flows WIB and WOB, respectively. As in previous figures, on top there are perspective views of the velocity fields at radius \( r = 0.9(r_i - r_o) + r_i \) in Fig. 8(a), and \( r = 0.2(r_i - r_o) + r_i \) in Fig. 8(b). Different radii have been chosen to make the patterns more evident. The cylinder height is the axial periodicity of the solutions, which is twice that of Taylor vortices. Again, the velocity field at five vertical sections equidistant in an azimuthal period \( 2\pi/m \) have been plotted below.

The symmetry properties of both subharmonic solutions are clear in the plots. For each of them, one of the two kinds of boundaries between vortices remain flat, the outflow for

![FIG. 6. Relative phase velocities of the twisted vortices at the marginal stability boundaries (solid lines) and mean angular velocity (dotted lines), for different values of \( \eta \).](image-url)
WIB and the inflow for WOB, while the other is wavy. The maxima of the velocity are achieved on the wavy boundaries. This was the reason why experimental researchers used the term jet modes. Another well-known characteristic is that the oscillatory boundaries move in antiphase, as can be seen in the perspective views.

V. CONCLUSIONS AND PERSPECTIVES

The transitions from Taylor vortices have been studied. We have compared our results for the transition to twisted vortices with the previous ones from Weisshaar et al.,12 showing that their discrepancies with the experiments of Andereck et al.9 are not due to the narrow gap approximation but to the infinite length approximation. If only the first transition is considered both numerical calculations give very similar results. A possible mechanism for the changes in the azimuthal wave numbers when the inner Reynolds number is increased has been provided. It has also been shown that this...
kind of solution with high azimuthal wave numbers is related to narrow gaps. For any value of the radius ratio, the vortices with higher axial wavelength are the first to bifurcate to twisted vortices.

Transition to wavy inflow and outflow boundaries flows have been studied, although in much less detail mainly because of the numerical cost of the computations. For this reason and to start the study of the finite length case (at least for moderate aspect ratios) new numerical methods are needed. We are developing numerical continuation and linear stability analysis techniques based on Arnoldi methods\textsuperscript{27} to cope with this and other problems in fluid mechanics.
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**APPENDIX A: DEPENDENCE OF THE EQUATIONS ON THE POTENTIALS**

In this Appendix we study the dependence on the potentials $h$, $\psi^o$, $\phi^o$, and $\phi^f$ of the odd terms $(\hat{e}_z \cdot \nabla \mathbf{u})^o$, $(\hat{e}_z \cdot \nabla \mathbf{u})^o$, and the even terms $(\hat{e}_z \cdot \nabla \mathbf{u})^e$, $(\hat{e}_z \cdot \nabla \mathbf{u})^e$, which are defined as

$$
\hat{e}_z \cdot \nabla \mathbf{u} = \frac{1}{r} u_o + \partial_r u_o - \frac{1}{r} \partial_u u_o,
$$

$$
\hat{e}_z \cdot \nabla \mathbf{u} = \frac{1}{r} \partial_r u_o - \frac{1}{r} \partial_u u + \partial_z u_o - \frac{1}{r} \partial_u u + \frac{1}{r^2 \partial_u u}.
$$

From these expressions, it is clear that $(\hat{e}_z \cdot \nabla \mathbf{u})^o$, $(\hat{e}_z \cdot \nabla \mathbf{u})^o$, $(\hat{e}_z \cdot \nabla \mathbf{u})^e$, and $(\hat{e}_z \cdot \nabla \mathbf{u})^e$ only depend on the velocities components $\{u^o_r, u^o_\theta, u^o_z\}$, $\{u^e_r, u^e_\theta, u^e_z\}$, and $\{u^e_r, u^e_\theta, u^e_z\}$ respectively.

Let us now split the odd and even part of $\mathbf{u}$ as a function of the potentials, bearing in mind that $\mathbf{u} = \mathbf{u}_o \times \mathbf{v} + \mathbf{u}_e \times \mathbf{v}_e$, where the velocity and vorticity of the Taylor vortices are $\mathbf{v}_o = (-g^o_z, f^o, D_g^o)$, $\mathbf{v}_e = (-f^o_z, -\Delta g^o, D_f^o)$, and the nonaxisymmetric perturbed velocity and vorticity fields are

$$
v = \left( \frac{1}{r} \psi^o_\theta + \phi^o_z, -\psi^o, \frac{1}{r} \phi^o_\theta, h - \Delta_h \phi^o \right),$$

$$\omega = \left( \frac{1}{r} h^o + \psi^o, -\frac{1}{r} \Delta \phi^o, -h^o + \frac{1}{r} \psi^o_\theta + D \phi^o, -\Delta_h \psi^o \right).$$

Then we have

$$\mathbf{u}_o^o = \left( \frac{1}{r} \psi^o_\theta + D \Delta \phi^o \right) D_g^o + \Delta_h \psi^o f^o - \Delta g^o \left(-\Delta_h \phi^o \right) - D_g f^o \left( -\psi^o + \frac{1}{r} \phi^o_\theta \right),$$

$$\mathbf{u}_e^o = \left( -h^o + \psi^o, -\frac{1}{r} \Delta \phi^o \right) D_g^o + \Delta_h \psi^o f^o - \Delta g^o \left(h - \Delta_h \phi^o \right) - D_g f^o \left( -\psi^o + \frac{1}{r} \phi^o_\theta \right),$$

$$\mathbf{u}_o^o = \Delta_h \psi^o g^o o^o \left( \psi^o - \frac{1}{r} \Delta \phi^o \right) D_g^o + \Delta h \psi^o f^o + f^o \left( -\psi^o + \frac{1}{r} \phi^o_\theta \right),$$

$$\mathbf{u}_e^o = \left( \psi^o - \frac{1}{r} \Delta \phi^o \right) f^o + \frac{1}{r} \psi^o_\theta + D \Delta \phi^o \right) g^o,$$

where all $\theta$ derivatives should be substituted by the product by $im$.

From these expressions for the velocity components, it can be seen that $\{u^o_r, u^o_\theta, u^o_z\}$ and $\{u^e_r, u^e_\theta, u^e_z\}$ only depend on the set of potentials $\{\psi^o, \phi^o\}$ and $\{h, \psi^o, \phi^o\}$, respectively. Then $(\hat{e}_z \cdot \nabla \mathbf{u})^c$ and $(\hat{e}_z \cdot \nabla \mathbf{u})^c$ only depend on $\{\psi^o, \phi^o\}$, and $(\hat{e}_z \cdot \nabla \mathbf{u})^o$ and $(\hat{e}_z \cdot \nabla \mathbf{u})^o$ only depend on $\{h, \psi^o, \phi^o\}$.

So it has been shown that in the eigenvalue problem of type I only the potentials $\{h, \psi^o, \phi^o\}$ are involved, and that type II only involves $\{\psi^o, \phi^o\}$.

**APPENDIX B: CONSTRUCTION OF BASIS FUNCTIONS**

In this Appendix we show how to obtain the different basis functions used to expand the potentials. The potentials $f$, $h$, and $g$ have been expressed in terms of the functions $H^e_l = H^o_l$ and $H^e_l$, respectively, which verify the boundary conditions $H^o_l = 0$ and $H^e_l = D_h H^e_l = 0$:

$$H^e_l = \begin{cases} T_l - T_0 & \text{if } l \text{ even} \\ T_l - T_1 & \text{if } l \text{ odd} \end{cases}$$

for $l \geq 2$ and

$$H^o_l = \begin{cases} T_l - l^2 / 4 T_2 + (l^2 / 4 - 1) T_0 & \text{if } l \text{ even} \\ T_l - (l - 1) T_3 - (9 - l^2) / 8 T_1 & \text{if } l \text{ odd} \end{cases}$$
for \( l \geq 4 \), \( T_l \) being the Chebyshev polynomial of degree \( l \). They can be obtained by the same procedure that is detailed next for the more complicated case of the potentials \( \psi \) and \( \phi \).

The basis for \( \psi \) and \( \phi \) cannot be obtained separately due to the coupled boundary conditions. Only the set of boundary conditions corresponding to the type I eigenvalue problem described in Sec. II will be considered in detail. The other type has been treated in a very similar way. Therefore a basis described in Sec. II will be considered in detail. The other set of boundary conditions are transformed in this way into a set of algebraic relations between the coefficients \( c_l \) and \( f_l \), to the coupled boundary conditions. Only the set of boundary conditions is set to zero except that of \( T_l \) in the expansion of \( \phi^o \) which is set to one, verify the set of boundary conditions.

Finally the expansions used for \( \psi^o \), \( \phi^e \) are

\[
\psi^o(x, z) = \sum_{n=1}^{N} \sum_{l=0}^{L} a_{l,n} T_l(x) \sin nkz,
\]

\[
\phi^e(x, z) = \sum_{n=1}^{N} \sum_{l=0}^{L} b_{l,n} T_l(x) \cos nkz.
\]

If these expressions are substituted into the linear boundary conditions (B1)–(B3), the Fourier coefficients of the resulting equations are relations between the constants \( a_{l,n} \) and \( b_{l,n} \) that ensure that the boundary conditions will be satisfied. As an example, condition (B2) implies

\[
\sum_{l=0}^{L} \left( ma_{l,n} T_l(x) + rnkb_{l,n} \bar{\theta} T_l(x) \right) = 0
\]

for \( n = 1, \ldots, N \) and on the two cylinders \( (x = \pm 1) \). Boundary conditions are transformed in this way into a set of algebraic relations between the coefficients \( a_{l,n} \) and \( b_{l,n} \). Therefore we can consider the subset corresponding to a fixed value of \( n \). From these latter ten equations, ten of the coefficients can be expressed in terms of the rest. The dependent coefficients which have been used are

\[
\{a_{l,n}\}_{0 \leq l \leq 3} \quad \{b_{l,n}\}_{0 \leq l \leq 5}.
\]

These have been chosen because there are two more boundary conditions for \( \phi^e \) than for \( \psi^o \).

Consider now the functions

\[
H_{l,n}^o(x) = T_l(x) + \sum_{k=0}^{3} a_{l,k}^1 T_k(x),
\]

\[
\bar{H}_{l,n}^o(x) = \sum_{k=0}^{5} b_{l,k}^1 T_k(x),
\]

\[
\bar{H}_{l,n}^e(x) = \sum_{k=0}^{3} a_{l,k}^3 T_k(x),
\]

\[
\bar{H}_{l,n}^e(x) = \sum_{k=0}^{5} b_{l,k}^3 T_k(x),
\]

obtained by setting all the independent coefficients to zero except that of \( T_l \) in the expansion of \( \phi^e \) which is set to one and with \( \{a_{l,k}^1\}_{0 \leq k \leq 3} \) and \( \{b_{l,k}^1\}_{0 \leq k \leq 5} \) satisfying the aforementioned relations between coefficients. The couples \( (H_{l,n}^o, \bar{H}_{l,n}^o) \) verify (B1)–(B3). Analogously the functions \( (H_{l,n}^e, \bar{H}_{l,n}^e) \), defined as

\[
H_{l,n}^e(x) = T_l(x) + \sum_{k=0}^{5} b_{l,k}^3 T_k(x), \quad l \geq 6,
\]

and obtained by setting all the independent coefficients to zero except that of \( T_l \) in the expansion of \( \phi^e \) which is set to one, verify the set of boundary conditions.


