Initial front transients in directional solidification of thin samples of dilute alloys
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We study the dynamics of recoil of a planar front in a directional solidification process, following a sudden jump from rest to a constant pulling velocity \( V \). To this end, we solve numerically the full integral equation describing the front dynamics in the one-sided model. We find, in particular, that the asymptotic (respectively initial) regimes, for which we derive analytical expressions for the front position, are restricted to such long (respectively short) times that they are in practice irrelevant for the analysis of experiments. We show that the results obtained from the heuristic approximation recently proposed by Warren and Langer are in remarkably good agreement with the exact ones in the regimes relevant to planar recoil experiments. Equally good agreement is found for the velocity threshold and the critical wavelength of the cellular instability after a large velocity jump, as calculated in the adiabatic approximation.

1. Introduction

Most recent work on directional solidification of dilute alloys has been focused on what can be called “quasi-steady” front patterns. That is, one considers situations where the transients associated with the establishment of the external constraints have died out. In practice, the external control parameter which is most easily varied in an experiment is the pulling velocity \( V \), which most theoretical studies assume to have been set to its fixed value at time \( t = -\infty \).

In this article, on the contrary, we concentrate on the description of the initial transient behavior. For this purpose, we will study the front behavior following instantaneous jumps from zero pulling velocity to a final constant value \( V \). Two cases should be distinguished:

(i) \( V < V_{\text{MS}} \), where \( V_{\text{MS}} \) is the threshold of the Mullins–Sekerka (MS) [1] cellular instability of the stationary planar front (which we assume to be direct, for the sake of clarity of the present argument):

In the initial (\( V = 0 \)) state, the liquid concentration is uniform \( (C_1(z) = C_0) \), the front is planar and settled at position \( z_1 \) such that \( T(z_1) = T_1(C_0) \), where \( T_1(C) \) is the liquidus curve of the binary alloy (see fig. 1). The final state is the unique stationary state at velocity \( V \), it also corresponds to a planar front. However, mass conservation in the stationary state imposes that \( C_S = C_0 \), where \( C_S \) is the concentration everywhere in the solid. So, on the liquid side of the front, \( C_L = C_0/K \), where \( K \) is the segregation coefficient, and \( C_1(z) \) exhibits an exponential profile, with a range equal to the diffusion length \( l = D/V \) (\( D \) is the chemical diffusion coefficient in the liquid phase). So, the front has to move to position \( z_f \) such that \( T(z_f) = T_1(C_0/K) \). In the

\[ \text{#1} \]

\footnote{We assume that kinetic effects are negligible, as is the case for most metals in this velocity range, i.e. that there is local thermodynamic equilibrium on the front.}
We will concentrate here on a restricted problem, namely the analysis of the very first stage of the appearance of the cellular structure. Indeed, the standard Mullins–Sekerka stability analysis [1] is based on the assumption that the state on top of which cells appear is the planar stationary one. This cannot describe what effectively occurs after an instantaneous jump, taking place at $t = t_0$, from $V = 0$ to $V > V_{MS}$. Indeed, for $t = t_0 +$, the previously immobile front starts moving into the liquid, thus solute starts piling up ahead of it. As time elapses, the front accelerates, rejection accumulates solute on its liquid side, while diffusion acts to evacuate it away into the liquid. This results in a time-dependent concentration gradient $G(t)$, which provides the mechanism leading to the destabilization of the planar front. If $V/V_{MS} \gg 1$, it is intuitively clear that the critical conditions for the cellular instability will be met much before the velocity of the planar front has reached its final value $V$, i.e. while the concentration profile is still non-stationary, and governed by the dynamics of the recoil transient. So, the instantaneous front velocity $v_{fr}$ at which instability first occurs should be different from $V_{MS}$, and should depend on the final $V$, while the wavevector $k_s$ of the first unstable cellular deformation should be different from $k_{MS}(v_{fr})$ (where $k_{MS}$ has the functional dependence predicted from the MS theory).

Warren and Langer [3] have shown in their recent work on the prediction of dendritic spacings that this initial stage, where cell amplification develops on top of a recoiling front, is one of the essential steps in the selection of the fully developed directional solidification structures.

This article is organized as follows:

Sections 2 to 5 are devoted to the study of the recoil of the planar front. We write down and solve numerically the exact integro-differential equation satisfied by the front position, thus improving on the work of Clayton et al. [4], who approximated the concentration field by truncated Taylor expansions. We show, in particular, that the approximate analytic solutions of the front equation which describe the initial and asymptotic recoil regimes, although consistent with the numerical solutions, are in practice irrel-
relevant for practical purposes. Indeed, the initial

time expansion has an extremely narrow range of

validity, while the linear asymptotic regime is

reached only when the front is too close to its

stationary position for the difference to be re-
solved in experiments.

This, we believe, explains why our results de-

part quite strongly from those resulting from the

approximate solutions proposed by Tiller et al.

[5], as well as by Smith et al. [6]. Indeed, while

Tiller et al. calculate the time evolution of the

interface concentration under the assumption that

the concentration profile in the liquid is propor-
tional to the final stationary one (i.e. neglect the

time variation of its space range), Smith et al.,

who study this same quantity, assume that the

front position is fixed at its final stationary value.

Although their approximation improves upon that

of ref. [5], the resulting approximate form of the

recoil can at best be justified in the asymptotic

regime.

Warren and Langer [3] have proposed an ap-

proximate solution to the planar recoil problem

based on the heuristic assumption of an exponen-
tial transient concentration profile, which is

therefore characterized by two time-dependent

parameters, namely its amplitude and its space

range \( L(t) \). Mass conservation together with the

condition of local equilibrium on the front then

reduce the dynamical front problem to solving

two coupled non-linear differential equations for

the front position and \( L(t) \). In the same spirit,

Huang et al. [7] had proposed an approximation

allowing for a time variation of a range param-

er, but they assumed this to be equal to the

“instantaneous diffusion length” built from the

instantaneous front velocity. For this reason, their

approximation cannot satisfy global mass conser-

vation (see eq. (11) of ref. [7]).

Comparison with the results of our full num-

erical integration shows that the Warren–Langer

(WL) approximation is extremely accurate for all

practical purposes relevant to experiments – much

more so indeed than we can predict on the basis

of an analytical evaluation of the neglected terms.

In section 6 we calculate, within the adiabatic

approximation for the linear amplification of per-
turbations also used by WL, the critical front

velocity \( V_c \) and the first unstable wave vector \( k_u \)

after a sudden jump of the pulling velocity from 0

to \( V > V_{MS} \). We find, again, very good agree-

ment with the WL predictions.

2. Model

We consider that the solidification sample is a

thin one, pulled along the \( (-z) \) direction in a

fixed temperature gradient \( G \parallel O z \), with equal

densities in the two phases. We assume that:

- there is no convection in the liquid;
- the thermal gradient is uniform (imposed by the

confining plates);
- chemical diffusion in the solid is negligible

(one sided model);
- attachment kinetics is quasi-instantaneous.

Moreover, we assume that the front is planar,

which implies that we neglect meniscus-like de-
formations imposed by chemical equilibrium at

the solid–liquid-confining plates triple contacts.

Such meniscus effects may be quantitatively im-
portant [8,9], in particular when the system

approaches its MS instability. However, a full cal-

culation of recoil transients taking them into ac-

count would be extremely heavy. Moreover, the

relevant contact angles are extremely difficult to

measure. So, it seems reasonable, at least as a

first step, to neglect this effect. A comparison of

the results that we get in the fully planar approxi-

mation with systematic recoil measurements per-

formed on samples of different thicknesses could

then provide a basis for future improvements. So,

the solidification process is described by the fol-

lowing set of equations:

(a) In the liquid phase \( (z > \xi(t)) \), and in the

laboratory frame:

\[
\frac{\partial^2 u}{\partial z^2} + \frac{\partial u}{\partial z} = \frac{\partial u}{\partial t}. \tag{1}
\]

Here, \( u \) is the dimensionless concentration, \( u =

\frac{C_0 - C_w}{\Delta C_0} \), where \( C_w \) is the concen-

tration of the solidifying liquid far ahead from the front

\( u(z \to \infty, t) = 0 \);

\[
\Delta C_0 = C_0 \left( K^{-1} - 1 \right) \tag{2}
\]
is the equilibrium concentration gap relevant to the stationary state (see fig. 1). Lengths and times are measured in units of the diffusion length and time \( l = D/V, \tau_D = D/V^2 \) in the final stationary state where the sample is pulled at velocity \( V \).

The instantaneous front position \( \zeta(t) \) is measured from its stationary value (defined by \( T(0) = T_e(C_a/K) \)), so that

\[
\lim_{t \to \infty} \zeta(t) = 0.
\]

(b) On the front:

Mass conservation:

\[
\frac{\partial u}{\partial z} \bigg|_{z=\zeta(t)} = (1 + \zeta) \left[ (K-1) u(\zeta, t) - K \right].
\]

(4)

Local equilibrium condition

\[
u(\zeta, t) = 1 - (l/l_T) \zeta(t),
\]

(5)

where the thermal length is defined by

\[
l_T = l \Delta C_0 / G,
\]

with \( m \) the liquidus slope and \( G \) the thermal gradient.

Eqs. (1), (4) and (5) must be supplemented with the appropriate initial conditions. In what follows we will always study instantaneous jumps taking place at \( t = 0 \), in which the system has been sitting at rest in the thermal field long enough to homogenize the liquid concentration, so that:

\[
C_L(\zeta, t = 0) = C_\infty, \quad (u(\zeta, 0) = 0),
\]

(7a)

\[
\zeta(t = 0) = l_T / l.
\]

(7b)

Note that, in actual experiments, a sudden jump of the pulling velocity always gives rise to a thermal transient [10]. In thin samples pulled at relatively modest velocities (of at most a few 10 \( \mu m/s \)), this transient is very short [11] with respect to those due to chemical diffusion, so that we neglect it here.

This free boundary one-sided problem can be recast into a closed integral equation for the front position. This reads (see appendix B of ref. [2] and appendix A of ref. [12]):

\[
\mu^{-1} \frac{\partial}{\partial \zeta} \left[ 1 - u(z, t_0) \right] G(\zeta(t), t, z, t_0)
\]

\[
+ \frac{1}{l_T} \int_{t_0}^{t} dt' \left[ \frac{2}{1 + \zeta'} \left[ 1 + \mu^{-1} \zeta(t') \right] \right]
\]

\[
\times G(\zeta(t), t, \zeta(t'), t'),
\]

(8)

where \( G(\zeta(t), t, \zeta(t'), t') \) is the 1D diffusion Green function

\[
G(z, t \mid z', t') = \frac{1}{\sqrt{4\pi(t-t')}} \exp \left( \frac{-(z-z'+t-t')^2}{4(t-t')} \right),
\]

(9a)

and , defined by

\[
\mu = l_T / l,
\]

(9b)

is the only dimensionless control parameter for the planar recoil problem. Note also that it can also be written

\[
\mu = V/V_{MS}^{(0)}
\]

(9c)

where \( V_{MS}^{(0)} = D/l_T \) is the small \( G \) limit of the critical MS velocity in the thermal gradient \( G \).

In the right-hand side of eq. (8), the first term describes the effect of the diffusion, for \( t > t_0 \), of the solute field which was present at the instant \( t_0 \) which has been singularized, while the second term accounts for the effects due to that part of the solute which is rejected on the front after \( t_0 \) (note that \( t_0 \) can be chosen at will, and does not have to be the time at which the velocity jump takes place). It is easily shown that, if we let \( t_0 \to -\infty \), the first term vanishes, and eq. (8) reduces to the standard 1D form appropriate for stationary external constraints.
3. Initial and asymptotic regimes

Let us choose for \( t_0 \) in eq. (8) the instant of the velocity jump \( t_0 = 0 \). From eq. (4) one immediately gets \( \xi(t = 0) = -1 \) (the system starts from rest). Using eqs. (7), one easily finds that the solution of eq. (8) can be expanded as:

\[
\xi(t) - \left[ \xi(0) + t \zeta(0) \right] = t^{3/2} \sum_{n=0}^{\infty} c_n t^{n/2}. \tag{10a}
\]

It is then found that, at short times,

\[
\xi(t) = \mu - t + \frac{4}{3 \mu K v \pi} t^{3/2} - \frac{1}{2 \mu^2 K^2} t^2 + O(t^{5/2}). \tag{10b}
\]

In order to extract from eq. (8) the long-time asymptotic behavior of \( \xi(t) \), we now choose a value of \( t_0 \) large enough for a first order expansion in \( \xi(t) \) and in the departure

\[
\delta u(z, t_0) = u(z, t_0) - \exp \left[ - \left( z - \xi(t_0) \right) \right] \tag{11}
\]

of the concentration profile from the stationary one to be valid. The linearization of eq. (8) then yields:

\[
\begin{align*}
\frac{1}{2}(1 - \mu^{-1}) \xi(t) &= \int_{t_0}^{t} dt' \left[ \xi(t') + \frac{c}{2} \xi(t') \right] \exp \left[ - \frac{(t - t')}{4} \right] \frac{\exp \left[ - \frac{(t - t')}{4} \right]}{4 \pi(t - t')} \exp \left[ \frac{1}{4} \xi(t') \right] + \text{erfc} \left( \frac{1}{2} \xi - \xi(t_0) \right) + H(t - t_0 | t_0),
\end{align*}
\]

where

\[
H(t - t_0 | t_0) = \int_{0}^{\infty} \frac{dz}{4 \pi(t - t_0)} \delta u(z, t_0) \exp \left[ - \frac{(z - t + t_0)^2}{4(t - t_0)} \right], \tag{13}
\]

\[
c = 1 + \frac{2K - 1}{\mu}. \tag{14}
\]

Defining the Laplace transform

\[
Z(s) = \int_{0}^{\infty} dt e^{-st} \xi(t), \tag{15}
\]

we obtain from eq. (11):

\[
Z(s) = \left( s + \frac{1 - \mu^{-1}}{\mu} \frac{c}{\sqrt{s + \frac{1}{4} + \frac{c}{2}}} \right)^{-1} \times \left[ \zeta(t_0) \frac{\sqrt{4s + 1 - 1}}{\sqrt{4s + 1 + 1}} - \sqrt{4s + 1} H(s | t_0) \right], \tag{16}
\]

where \( H(s | t_0) \) is the Laplace transform of expression (13). If one neglects the term proportional to \( H \) in \( Z(s) \), which accounts for the effect of \( \delta u(z, t_0) \), \( Z(s) \) can be inverted straightforwardly (a very similar calculation was performed in detail by Pohl in ref. [13]). However, we have no a priori knowledge of \( \delta u(z, t_0) \): indeed, in any such solidification problem, initial conditions are specified by the value of \( \xi(t_0) \) and by the shape of the function \( \delta u(z, t_0) \), which are independent quantities, only related by the fact that eq. (5) must be satisfied at \( t = t_0 \).

In the case which we study here, specifying \( \delta u(z, t_0) \) would demand the knowledge of the full evolution between \( t = 0 \) and \( t_0 \). So, an exact calculation of the leading asymptotic behavior \( \xi_{\text{as}}(t) \) of \( \xi(t) \) is not possible.

However, it can be noticed that

\[
\frac{1}{\sqrt{s + \frac{1}{4}}} H(s | t_0) = \frac{1}{2} \int_{0}^{\infty} dz \delta u(z, t_0) \exp \left[ \frac{1}{2} \left( \sqrt{s + \frac{1}{4}} - \frac{1}{2} \right) z \right]. \tag{17}
\]

On the other hand, decomposing the Laplace inverse of expression (16) into the pole(s) and cut contribution, one can check that, for large \( t - t_0 \),

\[
\xi_{\text{as}}(t) \approx Q_0(t) e^{-t^4/4} + \sum_i Q_i(t) \exp(s_i t), \tag{18}
\]

where the \( s_i \) are the poles (if any) of \( Z(s) \) eq. (16)), and \( Q_0 \) and \( Q_i \) are constants or proportional to negative powers of \( t \).

On the basis of the heuristic WL approximation [3], it seems plausible to assume that

\[
u(z, t_0) = \left[ 1 - \mu^{-1} \xi(t_0) \right] \times \exp \left[ - (1 + e) \left( z - \xi(t_0) \right) \right],
\]
with \( \epsilon = O(\zeta(t_0)) \), so that
\[
\delta u(z) = \left[ -\mu^{-1}\zeta(t_0) - \epsilon[z - \zeta(t_0)] \right]
\times \exp\left[ -[z - \zeta(t_0)] \right].
\]

Now, from eq. (17) it appears that any such exponentially decreasing profile does not give rise to any pole in the expression of \( H(s | t_0) \), and that \( \zeta(t) \) is given by expression (18), where
\[
s_i = v_i^2 - \frac{1}{4},
\tag{19a}
\]
and \( v_i \) are the roots of
\[
v_i^2 + (\mu^{-1} - 1)v_i + \frac{1}{4} - \frac{1}{4} = 0,
\tag{19b}
\]
such that
\[
\text{Re } v_i > 0.
\tag{19c}
\]
There may be 0, 1 or 2 such roots, depending on the values of \( \mu \) and \( K \). We then find that the final relaxation of \( \zeta(t) \) is exponential, and the corresponding characteristic time \( \tau \) is such that
\[
\tau^{-1} = \text{Min}(\frac{1}{4}, \text{Re}(-s_i)).
\tag{20}
\]
The analysis of eq. (19b) then leads to the following results, where the various regions in the space of the control parameters \( \mu = V/V_{\text{MS}}^0 \) and \( K \) are defined in fig. 2.

Region I:
\[
\zeta_{\text{m}}(t) = Q(t) \exp\left[ -(\frac{1}{4} - \mu^2)t \right].
\tag{21a}
\]
Region II:
\[
\zeta_{\text{m}}(t) = Q(t) \exp\left( -\frac{1}{4}t \right).
\tag{21b}
\]
Region III:
\[
\zeta_{\text{m}}(t) = Q(t) \exp\left[ -(\frac{1}{4} - \text{Re } \mu^2)t \right]
\times \sin\left[ (\text{Im } \mu^2)t + \varphi \right],
\tag{21c}
\]
where the quantity \( v \) appearing in eqs. (21a) and (21c) is given by
\[
v = \frac{1}{2} \mu^{-1}\left( \mu - 1 + \sqrt{1 - 4K\mu} \right).
\tag{21d}
\]

Expressions (21) agree with the long time limits of previous asymptotic calculations [5,12]. In particular, in the small segregation coefficient limit \( K \ll 4V_{\text{MS}}^0/V \), the characteristic decay time is of order \( D/KV^2 \). Note that the larger \( V \), the more narrow the range of validity of this result (which is often used by experimentalists for order of magnitude estimates).

Let us insist here on the two limitations of the above calculations:
(i) As already stated, we have had to make an ansatz about the shape of the departure of the u-profile from the stationary one.
(ii) Such a linear approximation cannot give any information about how close the front must have approached its stationary position \( \zeta = 0 \) for eqs. (21) to be relevant.

We will elucidate these two points in the next section, by comparing our asymptotic analysis to the results of the numerical integration of the full problem.

4. Numerical study

In order to perform a numerical integration of eq. (8), with initial conditions (7), we rewrite the integral of eq. (8) in terms of the integration variable \( \sqrt{t - t_0} \) and then discretize the equation on the full \( (0, t) \) time interval which we want to study. We then solve the resulting set of non-linear equations by means of a Newton–Raphson
method. We have checked, for each set of parameter values, that the relative changes of the results under doubling of the number of discretization steps were less than $10^{-3}$.

We have studied the recoil of the planar front for values of $\mu = V/V_{MS}^{(0)}$ ranging from 0.2 to 100, and for segregation coefficients $K = 0.1$, 0.2, 0.5 and 0.75. The values $K = 0.1$ and 0.75 were chosen because they correspond, respectively, to the well-studied succinonitrile–acetone [14,3] and CBr$_4$–CCl$_4$ mixtures.

Fig. 3 exhibits the variation of the planar front position measured in units of the thermal length, $\tilde{\xi}(t) = \tilde{\xi}(t)/L_T = \tilde{\xi}(t)/l_T$ (with $\tilde{\xi}$ the position in physical units), versus the reduced time variable $t = tV^2/D$ (with $t$ the physical time), for $K = 0.75$. Fig. 4 illustrates, for $\mu = 2/3$, the dependence of $\tilde{\xi}(t)$ on the segregation coefficient.

We have compared these results with the predictions of the initial and asymptotic approximations. We find that, for all parameter values appropriate for jumps into the planar regime or not too far into the MS unstable region ($V < V_{MS}^{(0)}$), the short time expression (eq. (10b)) is valid only for times too short for the front recoil to be measurable with any accuracy.

Indeed, in order for experimental studies of jumps with $V < V_{MS}^{(0)}$ to be feasible without too much difficulty, $V_{MS}^{(0)}$ should be typically $\geq 1$ or a few $\mu$m/s. This means that $l_T$ should lie in the range of a few hundred micrometers. Typical experimental resolutions for front positions are of the order of 1 $\mu$m. So, relative errors in $\tilde{\xi}$ smaller than about $10^{-2}$ cannot be resolved.

Using this criterion, we find expression (10b) to be valid for reduced times of at most $10^{-1}$, at which the recoil of the front does not exceed $\sim 10^{-2}l_T$. So, the short time expansion – although it is useful to check the numerical results – is of no practical use for the analysis of the experimental data. This means in particular that the time regime where $\tilde{\xi}(t) - \tilde{\xi}(0) \approx -t$ should in general be too small to be observable. We have also compared our numerical results with the asymptotic expressions (21). For values of $\mu$ and $K$ lying in regions I and II of fig. 2, one finds indeed that, for large enough values of $t$, $q(t) = \tilde{\xi}(t)/\tilde{\xi}(t)$ tends towards a constant which agrees with the predictions of eqs. (21a) and (21b). However, it appears that the time necessary to reach this limit increases with $K$. This is illustrated in fig. 5, where it is seen that, while for $\mu = 2/3$ and $K = 0.2$ (case 1), $q(t)$ has practically reached its asymptotic value of $-0.181$ for $t = 10$, when $\mu = 2/3$ and $K = 0.75$ (case 2), at time $t = 40$, $(q_m - q(t))/q_m \approx 15\%$. However, in this last case, the long time results for $\|q(t)\|$ do extrapolate to $\tau^{-1} = 1/4$. Note that, on the other hand, with our resolution criterion, the front will appear stationary when $\tilde{\xi}(t) \approx 10^{-2}$ i.e., respectively for $t \geq 20$.
(case 1) and \( t \geq 10 \) (case 2). So, while these results prove that our ansatz about the asymptotic behavior \( \zeta_n(t) \) is correct, it appears that experimental limitations should make this limit irrelevant in practice.

For values of \((\mu, K)\) in region III of parameter space, we do find (see fig. 3) that at large \( t \), \( \zeta \) oscillates about its stationary value in qualitative agreement with our asymptotic results. However, we have not been able – due to computation time limits – to perform the numerical integration up to large enough times for a comparison with eq. (21c) to be meaningful.

Two features which emerge from the results are worth of mention:

(i) The time \( T \) necessary for “complete” recoil (i.e. for \( |\xi| < 10^{-2} \)), is noticeably larger, not only than the diffusion time \( D/V^2 \), but also than the “asymptotic time scale” \( \tau \) (see eqs. (20) and (21)). For example, for \( \mu = 2/3 \) and \( K = 0.2 \), \( T/\tau \sim 5 \).

(ii) The characteristic recoil time scale, although it is not equal to the asymptotic one, increases with \( K^{-1} \) in a roughly linear way.

Finally, we have compared our results with the predictions of the models proposed by Tiller et al. [5], Huang et al. [7] and Smith et al. [6]. In this last case, we have used the iterated value of the front position, as deduced from the Smith et al. concentration field, with the help of eq. (5). An example of such a comparison is shown in fig. 6. As expected from the brief discussion of their approximations made in section 1, none of these models is accurate at short and intermediate times. Analytical and numerical inspection shows that the model of ref. [6] is the only one which becomes valid in the asymptotic regime discussed above, and this only when \( \mu \ll 1 \).

5. Comparison with Warren–Langer approximation

The WL solution [3] relies, as already mentioned, on the assumption that the concentration profile is an exponential with a time-dependent range, i.e.:

\[
u(z, t) = u(\zeta(t), t) \exp \left[ -\frac{z - \zeta(t)}{L(t)} \right]. \tag{22}
\]

Calculating the zeroth-order moment of eq. (1) (by integrating it over the liquid volume) with the help of eqs. (4) and (22), they obtain:

\[- \left[ 1 + \frac{d}{dt} \right] \left[ u(\zeta(t), t) - 1 \right] = - \frac{d}{dt} \left[ L(t) \right]. \tag{23}
\]
The planar recoil problem then reduces, with the help of eq. (5), to solving two non-linear differential equations:

\[
1 + \ddot{\zeta}(t) = \frac{1}{L(t)} \left[ 1 - \frac{\dot{\zeta}(t)}{\mu} \right] 
\times \left[ 1 + (K - 1) \frac{\zeta(t)}{\mu} \right]^{-1},
\]

\[
\ddot{L}(t) = \frac{L(t)}{\xi(t)} \left[ 1 - \frac{\zeta(t)}{\mu} \right]^{-1} 
\times \frac{K}{\xi(t)} \left[ 1 + (K - 1) \frac{\zeta(t)}{\mu} \right]^{-1}.
\]

The asymptotic relaxation of \( \zeta(t) \) associated with eqs. (24) is easily calculated, and is found to agree with the results of the full analysis (eq. (18)) only in the limit \( K \ll (1,(4\mu)^{-1}) \). This is confirmed by direct comparison of our numerical results with numerical solutions of eqs. (24).

However, as discussed in section 4, this regime (as well as the initial one) is only of academic interest. We have therefore resorted to direct numerical comparisons, on the whole intermediate time interval relevant to experiments. Examples of such tests are shown in fig. 7. It is seen in fig. 7a that, for \( \mu = 2/3 \), the two graphs practically superpose: the difference \( \Delta \zeta \) is at most \( = 4 \times 10^{-3} \). This is typical of the quality of the agreement for velocity jumps with \( V \leq V_{MS} \). Discrepancies are found to decrease to even lower levels when \( K \) is decreased at constant \( \mu \). For given \( K \), the order of magnitude of \( \Delta \zeta \) does not change noticeably when \( \mu \) is increased to values larger than 1 – i.e. for jumps into the MS-unstable regime – as long as \( \zeta \) relaxes monotonously.

For the parameters in region III of fig. 2, where \( \zeta \) is found to exhibit, at large times, damped oscillations about its stationary value, it appears, as illustrated in fig. 7b, that the agreement becomes poorer as \( \mu \) increases, but this only in the (late) oscillating regime. It always remains extremely good in the region of monotonous relaxation preceding the first zero of \( \zeta \). Now, as will be discussed below in more detail, as it recedes the planar front accelerates so that it becomes MS-unstable much before this first zero is reached. So, the oscillating planar regime should never be observable. We therefore are led to conclude that the predictions of the WL approximation relevant to experiments are in all cases in excellent agreement with the predictions of the full theory.

In order to account for this result, we have tried to elaborate a criterion for the validity of the WL model. This criterion is based on the fact that eqs. (24) are obtained from the evaluation of the zeroth-order moment of the diffusion equa-
\[ \int_\zeta^\infty \, dz \, (z - \zeta) \left( \frac{\partial^2 u}{\partial z^2} + \frac{\partial u}{\partial z} \right) = \int_\zeta^\infty \, dz \, (z - \zeta) \frac{\partial u}{\partial t}. \]  

(25)

This can be rewritten, with the help of ansatz (22), as

\[ \frac{d}{dt} \left[ L(t) \, u(\zeta(t), t) \right] = -\left[ 1 + \dot{\zeta}(t) \right] K \left[ u(\zeta(t), t) - 1 \right] + M(t), \]

(26a)

where

\[ M(t) = \left( -\dot{L} + L^{-1} \right) u(\zeta, t) + \left( 1 + \dot{\zeta} \right) \left[ (K - 1) u(\zeta, t) - K \right], \]

(26b)

which, when use is made of eq. (24a) together with (22), reduces to

\[ M(t) = -\dot{L}(t) \, u(\zeta, t). \]

(26c)

Comparing eqs. (24) and (26a), it appears that a criterion for the validity of the exponential profile assumption is then provided by the condition

\[ B(t) = \frac{\mu}{\dot{L} u(\zeta, t)/L \dot{\zeta}} \ll 1. \]

(27)

Calculations of \( B(t) \) for various values of \( (K, \mu) \) show, as illustrated in fig. 7, that:

(i) in the regions (or in the cases) of monotonic decrease of \( \zeta \), \( B \) is typically of order 0.4 to 0.6.

(ii) our criterion of course loses its indicative value in the oscillating regimes, where \( B \) exhibits divergences at the zeros of \( \zeta(t) \), since these are not in phase with those of \( L(t) \) [3].

From this, one could in principle only expect the WL approximation to be reasonably good. We have not been able to build any more sophisticated criterion which would permit to account, in a more precise way, for the remarkably good agreement at intermediate times which emerges empirically from the numerical analysis.

6. Cellular instability threshold

Let us now specialize to jumps from \( V = 0 \) into the MS-unstable regime \( V > V^{MS}_{(0)} \). In such a case, it is clear that, for \( t \rightarrow \infty \), the planar front is unstable against a cellular structure or periodic array of dendrites.

As time claps after the jump, the planar front keeps accelerating so that, for \( t > t_1(\mu, K) \), its velocity \( v_{tr} = V(1 + \dot{\zeta}) \) becomes larger than \( V^{MS}_{(0)} \). For \( t = t_1 \), the transient concentration profile is a priori different from the stationary one corresponding to \( V = V^{MS} \). More precisely, the concentration gradient \( G_c^{MS} \) ahead of the front, as given by eq. (4), is

\[ \left| G_c^{MS} \right|_{t - t_1} = 1 - (1 - K) \xi / \mu, \]

(28)

where

\[ G_c^{MS} = -\Delta C_0 \, V^{MS} / D \]

(29)

is the value corresponding to the MS threshold in the stationary state. As long as \( (1 - K) \xi > 0 \) (i.e., as long as the front is not in the oscillating regime, which we will find to be irrelevant below), \( \lambda_{\xi}(t_1) < \lambda_{c_{1}}^{MS} \). So, in this non-stationary situation the cellular instability will take place at some later time \( t_c \), with \( v_{tr} > V^{MS}_{(0)} \), and the wavelength of the first unstable deformation mode \( \lambda_{\xi}(\mu) \) will be different from the standard critical one, \( \lambda_{MS} = \lambda_{c_{1}}(1) \). This also entails that, for \( V < V^{MS}_{(0)} \), transient cellular instabilities are excluded.

In order to calculate \( \lambda_{\xi}(\mu) \), one must perform a linear stability analysis of the transient planar front state. Following Warren and Langer, we simplify this analysis by performing it in the adiabatic approximation – that is, in the calculation of the rate of amplification of fluctuations, we ignore the time dependence of \( \xi \) and \( u \).

Setting

\[ Z(x, t) = \zeta(t) + \delta \zeta \exp(ikx + \omega t), \]

(30a)

\[ U(x, z, t) = u(z, t) + \delta u \exp(ikx - q[z - \zeta(t)] + \omega t), \]

(30b)

where \( \zeta(t) \) and \( u(z, t) \) are the planar transient front position and concentration profile, and lin-
carizing eq. (4) as well as the Gibbs–Thompson equation

$$U(x, Z(x, t), t) = 1 - \frac{Z(x, t)}{\mu} - \frac{d_0}{l} \kappa(x),$$

(31)

with $\kappa(x)$ the front curvature and $d_0$ the capillary length [2], one obtains the dispersion equation:

$$\omega \left[ 1 - \frac{(1 - K)\zeta}{\mu} \right] - K(1 + \zeta) g_c(t) - \frac{\zeta}{\mu}$$

$$= \left[ q + (1 + \zeta)(K - 1) \right]$$

$$\times \left[ -g_c(t) - 1 - \frac{1}{\mu} - \frac{d_0}{l} k^2 \right],$$

(32)

where

$$g_c(t) = -(1 + \zeta) \left[ 1 - \frac{\zeta}{\mu} (1 - K) \right]$$

(33a)

is the reduced concentration gradient on the front,

$$q = \frac{1 + \zeta}{2} + \left[ \frac{(1 + \zeta)^2}{4} + \omega + k^2 \right]^{1/2},$$

(33b)

and

$$\zeta = \zeta(t), \quad \dot{\zeta} = \dot{\zeta}(t).$$

(33c)

We now look for the “transient cellular bifurcation” defined by $\Re \omega = 0$, $d(\Re \omega)/dk = 0$. Indeed, it can be proved (using the method described in ref. [15]) that this bifurcation is non-oscillating (i.e. that $\omega$ is real in the critical region).

We have studied eq. (32) numerically, using for $\zeta(t)$ the results of our numerical integration of the full front equation. The main result of this study is that, for jumps to $\mu$ values large enough for $\zeta(t)$ to exhibit oscillations, the cellular instability always occurs long before the first zero of $\zeta$ is reached. We can therefore immediately conclude, on the basis of the discussion in section 5, that the instability threshold can be accurately calculated with the help of the WL approximation for $\zeta(t)$. We have checked this directly for values of $\mu$ ranging from 1 to 100. We find, for example, that, for $\mu = 100$ and $K = 0.1$, the relative error in the time $t_c$ at which the instability occurs is $\Delta t_c/t_c = 0.14$, while that on the critical wavevector is $\Delta k_c/k_c = 3 \times 10^{-4}$. For $\mu = 1.2$ and $K = 0.1$, $\Delta t_c/t_c = 5 \times 10^{-4}$ and $\Delta k_c/k_c = 6 \times 10^{-2}$.

As could be expected, we find that the larger $\mu$, the larger the value of $v_{fr}/V_{MS}$ corresponding to the bifurcation (the larger the departure from

![Fig. 8. Reduced front velocity at the cellular threshold, $v_{fr}/V_{MS}$, versus $V/V_{MS}$. Circles: alloy 4 mol% of CBr4–C6Cl6 (K = 0.75, $G = 8 \times 10^3$ K/m, $d_0/l_f = 5.89 \times 10^{-4}$); triangles: alloy 5.5 mol% of succinonitrile–acetone (K = 0.1, $G = 6.7 \times 10^3$ K/m, $d_0/l_f = 3.63 \times 10^{-4}$); lines are given as a guide to the eye.](image)

![Fig. 9. Reduced wavelength of the first unstable mode $\lambda_f/\lambda_{MS}$ (in physical units) versus $V/V_{MS}$. Symbols and lines as defined in fig. 8.](image)
the stationary configuration when \( V_F = V_{MS} \). Two examples of this are shown in fig. 8. Note that, here, we use the actual value of \( V_{MS} \), which differs from \( V_{MS}^{(0)} \) by corrections \( O(d_0/\tau)^{1/3} \). Also shown, in fig. 9, are the corresponding variations of \( \lambda_c/\lambda_{MS} \), where \( \lambda_{MS} \) and \( \lambda_c \) are the values of the MS and critical wavelengths in physical units. It is seen that \( \lambda_c/\lambda_{MS} \) is a decreasing function of \( \mu \). Its behavior for \( \mu \gg 1 \) is easily understood: in this limit, the bifurcation occurs for times so small that \( 1 + \xi \ll 1 \). Solving the bifurcation equations with \( k_c \gg 1 + \xi \) yields

\[
\begin{align*}
k_c^3 &= \left( \frac{2\pi l}{\lambda_c} \right)^3 \\
&\approx \frac{l}{2d_0} \left[ K(1+\xi)^2 \left( 1 - \left( 1 - K \right) \frac{\xi}{\mu} \right) - \frac{\xi}{\mu} \right] \\
&\approx \frac{l}{2d_0\mu}, \quad (34)
\end{align*}
\]

so that \( \lambda_c \sim V^{-1/3} \). This explains the flattening of the \( \lambda_c(\mu) \) curves found for, typically, \( \mu \gg 25 \). When associated with the WL theory [3], this behavior suggests that most of the variations in dendritic spacings observed in the \( \mu \gg 1 \) regime should primarily result from the selection mechanism in the dendritic regime itself, rather than from initial instability effects.

7. Conclusion

The results of our study can be summarized rather simply:

(i) Neither the initial nor the asymptotic regimes for the recoil of the planar front – which can be characterized analytically – should be relevant to experimental studies. In particular, the short time expansion (10b) loses validity at times too short for accurate measurements to be possible. This should result in the fact – which should not be mistaken for in a deficiency of experimental conditions – that one will usually measure an apparent initial value of \( \xi \) different from \(-1\).

(ii) Direct numerical integration of the full front equation shows that the WL heuristic model provides, for all practical purposes, a very good approximation of the exact results. Indeed, the oscillating planar front recoil regime, where its accuracy becomes poorer, will never be observed, since it would always start after the cellular instability has already taken place. This same model can also confidently be used to calculate the threshold of this instability. This should make the detailed analysis of experimental data considerably easier, by avoiding the quite heavy task of solving the full dynamical problem.
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